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Introduction
Contrastive Unsupervised Representation Learning (CURL)

Our Approach: Surrogate Bound

Existing Work: Collision-Coverage Formulation

Problem Setup
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Analysis Experiments
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Learning Scheme
CURL aims to learn a representation function ! by 
making semantically similar (positive) pair closer
while randomly drawn (negative) pair further.

Inference
By performing fine-tuning linear classifier on top of 
the learned !, we can get good empirical 
performance for the downstream task.

[Chen et al., 2020]

Q. What is the underlying mechanism of the success?

Data Generating Process
v Draw 1 positive/# negative classes $!, $"# "∈ % ∼ ℙ (
v Draw an anchor/positive sample ), )! ∼ ℙ *|( = $!
v Draw # negative samples )"# ∼ ℙ *|( = $"#

Training Objective
Train the representation function ! by 
minimizing the following objective:

Downstream performance
Evaluate the learned ! by the 
downstream mean supervised loss:

Notations
!: # classes
": # negative samples

Collision-Coverage Formulation
Rewrite the contrastive loss using the conditions 
under which the label collision/coverage occurs.
v Collision: randomly drawn negative class collides 

with the anchor class.
v Coverage: negative classes covers entire label 

space of the downstream classification.

Collision

Coverage

Issue: Disagreement with Experiment
v Theory predicts the downstream performance degrades 

with increase in # because of the label collision, while 
larger # helps performance in practice.

v Upper bound becomes exponentially loose in #.
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Table 1: Surrogate bounds of the existing works. Hn denotes the n-th harmonic number. Remark that Arora et al.’s and
Nozawa & Sato’s bounds are valid only K + 1 � C. The detailed derivations are discussed in Appendix E.

UPPER BOUND REFERENCE

Rµ-supv(f)  1
(1�⌧K)vK+1

{Rcont(f)� E ln(Col + 1)} Arora et al. (2019)
1

vK+1
{2Rcont(f)� E ln(Col + 1)} Nozawa & Sato (2021)

2
1�⌧K
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{Rcont(f)� E ln(Col + 1)} Ash et al. (2022)

and the collision (⌧K ) probability whereas our bounds have
the constant coefficient. As Arora et al.’s and Nozawa &
Sato’s bounds depend on the coverage probability vK in
the denominator of the coefficients, the coefficients diverge
in the range of K + 1 < C (where the negative sample
size is insufficient to cover the entire [C]). In addition, the
coefficients of the Arora et al.’s and Ash et al.’s bounds in-
crease exponentially with increasing K due to the collision
probability ⌧K in the denominator, which are not consistent
with the experimental facts. Compared to these bounds, our
upper bound has the coefficient independent of C and K.

We numerically demonstrated the abovementioned depen-
dencies on K in Figure 4. As we can see in Figure 4a, the
coefficients of Rcont(f) of Arora et al.’s and Ash et al.’s
bounds have unique minima, Nozawa & Sato’s coefficient
has monotonically decreasing nature, and our coefficient is
constant. On the other hand, the tendencies of the bound
values at Rcont(f) = R⇤

cont, namely, the best possible mean
supervised loss in terms of the upper bounds (Figure 4b) are
slightly different from the coefficient: Ash et al.’s bound
is monotonically increasing, Arora et al.’s and Nozawa &
Sato’s bounds have a unique minimum, and ours is mono-
tonically decreasing. Among the compared bounds, only
ours is legitimate for all K and moderately decreases with
K, which agrees well with the experimental fact observed
as well in Figure 1; the details are stated in Section 5.2.5
Such a moderate dependence on K is due to the mechanism
that the contrastive loss behaves as a surrogate objective.

Related literatures. Wang & Isola (2020) showed that the
contrastive loss asymptotically favors data representation
uniformly distributed over the unit sphere yet aligning across
semantically similar samples. Li et al. (2021) proposed an
alternative loss function to the contrastive loss based on a
kernel metric, following the similar idea to Wang & Isola
(2020). Tosh et al. (2021) showed that a (linear) mean
classifier learned in CURL can approximate the (potentially
nonlinear) Bayes classifier well.

5Note that Nozawa & Sato (2021)’s bound also implies larger
K is better. Still, our argument on how contrastive learning works
differs from theirs. See Appendix E for the further discussions.

While our work does not handle DA, several works analyzed
the effect of DA on the performance. Wen & Li (2021)
showed that DA is necessary to recover sparse signals under
a specific assumption on the model architecture. HaoChen
et al. (2021) introduced a notion of the augmentation graph,
representing how likely the nearby samples are generated
via DA and showed that a type of contrastive loss could be
viewed as a low-rank approximation of the adjacency matrix
of the augmentation graph. von Kügelgen et al. (2021)
proposed a loss function that enables the model to identify
invariant factors across DA.

We mention a few works analyzing the other types of self-
supervised learning; Garg & Liang (2020) analyzed masked
self-supervised learning, Wei et al. (2021) analyzed the input
consistency loss for unsupervised learning, and Saunshi et al.
(2021) analyzed auto-regressive language models. Grill
et al. (2020); Chen & He (2021) proposed self-supervised
learning without negative samples.

Lastly, multi-sample estimators (van den Oord et al., 2018;
Poole et al., 2019; Song & Ermon, 2020) popularly used in
mutual information estimation are substantially related to
the contrastive loss. We defer its discussion to Appendix F.

Remark. A concurrent work (Wang et al., 2022) recently
established the surrogate bound that has similar order in
K with ours without conditional independence assumption.
We stress that our results were obtained independently of
theirs. In addition, the purpose of our research is to clarify
the mechanism of how K affects the downstream perfor-
mance, which is different from their motivation to discuss
the validity of assumptions in contrastive learning. In Ap-
pendix C, we discuss how our surrogate bounds hold without
the conditional independence assumption.

5. Experiments
We verified our theoretical findings with experiments on
synthetic (Section 5.1), vision, and language datasets (Sec-
tion 5.2). The details of the setup are in Appendix G.
The experimental codes to reproduce all figures in the
paper are available at https://github.com/nzw0301/
gap-contrastive-and-supervised-losses.

[Chen et al., 2020]

Main Result
Directly transform the contrastive loss to the supervised loss by linearizing the log-
sum-exp functions.

v We can interpret the contrastive loss as the surrogate estimator of the mean 
supervised loss in a sense that these two losses behave similarly.

v Coefficients of the bounds are constant with respect to - and #.
v Surrogate gap (intercept) decreases as # increases; agrees with experimental facts.

Synthetic Dataset

Vision & Language Datasets

Setting
v 2D synthetic dataset circle with - = 10.
v !: 3-layer MLP (# hidden units is 256) 

with ReLU activation.

Result
v Our surrogate bounds capture the 

learning dynamics well in different 
negative sample sizes.

Setting
v Dataset: CIFAR-10/100 (vision) & Wiki-3029 (language).
v !: ResNet-18-based [He et al., 2016] (vision) & fasttext-based [Joulin et al., 2017] (language)

Vision Dataset Language Dataset

v Existing theories result in exponentially loose prediction of the downstream 
supervised loss for the test data in the vision dataset.

v Proposed upper bound agrees with the actual supervised loss well in all range of #.
v Larger # moderately helps performance as predicted from our theory.

A. Contrastive loss behaves as the surrogate estimator.

Based on [Arora et al., 2019]

#! : collision prob.
$!"#: coverage prob.


